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ABSTRACT

The spreading of liquids onto and over surfaces is a fundamental pro-
cess in nature. It is present in all forms and sizes: From rivers carv-
ing through landscapes, to our blood stream transporting nutrients to
cells, and even single water molecules moving through channels into
these cells. We now have a good understanding of how fluid move-
ment works inside the fluid itself. However, we do not fully under-
stand theprocesses close to thecontact line,where the liquid is spread-
ing onto the surface. We are forced to make assumptions about this
behaviour and none of these assumptions have yet proven to be uni-
versally valid.

As everything in nature, liquid spreading is a fundamentallymol-
ecular process. This thesis summarisesmywork on applying this lens
to the process. By studying molecules we begin at the smallest com-
bined building blocks of nature and do not have tomake any prior as-
sumptions of the involvedprocesses. Instead,we simply observe their
behaviour. This is accomplished through the use ofmolecular dynam-
ics simulation,which are an atomistic formof computer experiments.
We use a realistic model of water molecules as our base liquid, since
this captures realistic effects such as hydrogen bondingwhich are not
present when using simpler models. Combined with large-scale sys-
temswhichminimise the influence of finite-size effects, we have a re-
alistic treatment of complex liquid systems.

We find that the molecular processes of wetting have an impor-
tant influence on large-scale wetting. Most importantly, the hydro-
gen bonding nature of water to realistic substrates yields the no-slip
condition often used as a boundary condition for models of wetting.
Furthermore, since molecular processes are thermal in nature they
create energy barriers which impede contact line advancement. We
showhow these barriers are created and how they can be diminished,
for example in the case of electrowetting. This highlights that under-
standing themolecular behaviour of fluids remains an importantfield
of study.

KEYWORDS contact lines, nanodroplets, computationalphysics,mol-
ecular dynamics, fluid dynamics, multi-phase flows, electrowet-
ting
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SAMMANFATTNING

Hur vätskor breder ut sig över ytor är en grundläggande process i na-
turen. Dendyker upp i alla former och storleksgrader: frånfloder som
skär genom berg, till vår blodström som levererar näring till våra cel-
ler, och till och med enstaka vattenmolekyler som rör sig genom de
kanaler som celler tar in näringen från. Hur vätskor beter sig i stora
flöden är sedan länge känt, men vi vet ännu inte hur de beter sig nära
ytor. Istället gör vi antaganden, varav inga ännu är korrekta för alla
tillämpningar.

Fundamentalt sett är en vätska som breder ut sig en molekylär
process. Denna avhandling sammanfattar mitt arbete med att förstå
den ur denna synvinkel. Genom att studera molekyler använder vi
naturens minsta sammansatta byggstenar. Vi behöver inte göra an-
taganden om hur de beter sig, vi behöver bara titta. Det fönster som
vi tittar igenom är molekylär dynamik-simuleringar, en atomistisk
typ av datorexperiment. För att fånga verkliga effekter som vätebind-
ningar, använder vi realistiskamodeller av vattenmolekyler och ytor.
Vi använder tillräckligt stora system för att se hurmolekylära effekter
påverkar större processer.

Vi visar med dessa metoder att molekylära processer har stor på-
verkan på hur vätskor flödar över ytor. En stor effekt är att vätebind-
ningarna mellan vatten och realistiska ytor förhindrar vätskan från
att glida över den, vilket är ett vanligt antagande i modeller. Vi visar
också hurmolekyler vid gränsen där vätskor sprider på ytor ger upp-
hov till en energibarriär som förhindrar att vätskan enkelt sprider sig
framåt. Denna barriär beskrivs i detalj och vi visar vilka effekter som
kan förminska den. Detta genomlyser hurmolekylära processer i vät-
ning är en viktig ingrediens för ökad förståelse av vätskespridning i
system.
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CHAPTER ONE

Introduction

Look out of yourwindowon a rainy day and think ofwater droplets hitting
the glass. Stand too close to a dog shaking its fur after a bath and feel how
they spread into your clothes. Or imagine a droplet hanging from a dew
catcher, sitting on a leaf, or skidding around in a hot frying pan. Water
is crucial to all forms of life on earth and droplets spreading onto or into
surfaces is a common sight.

The flow of fluids has also inspired a wealth of technical applications.
Rushingwater generates powerby turning turbines, or is used to cool large
systems. But fluids are not only useful in large amounts. Inkjet printer
heads shootmicroscopicdroplets athigh speedsontopaper and spraycool-
ing can be used to cool mechanical parts. There is also a growing interest
in biological and medicinal use of microscopic flows. These use the inher-
ent properties of fluids and small channels to create cheap, portable and
low-power diagnostic devices.

The study and development of these applications form the developing
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FıGURE 1.1 A droplet spreads out to form a spherical cap with the angle θ₀ at the
triple contact line (a). The equilibrium depends on the surface tension force bal-
ance (b).

field of microfluidics. Some claim that it may turn out to be as important
a field in this century as the development of the microprocessor was in
the last. However, getting to that point still demands that many issues are
resolved.

1.1 Static and dynamic wetting

A droplet sitting on a surface is in an equilibrium state. Our knowledge of
thermodynamics informs us that these static states depend on the energy
of the system. A droplet is formed because its constituent atoms decrease
their potential energy by being close together, forming bonds.

A material’s—liquid, gas, or solid—tendency to stay together is mea-
sured by its surface tension. A high surface tension means that it takes a
lot of energy to expand thematerial’s exposed surface. An example of this
in nature is how certain insects can walk on water. Regular water has a
relatively high surface tension† and prefers to stick to itself over to their
legs. This results in a buoyant force which overcomes the effect of gravity
pulling the critters downwards.

Nature also shows us that droplets form in different ways on differ-
ent surfaces. Perhapsmostmemorable is howwater placed on lotus leaves
forms almost spherical pearls, while theywill typically appear half-spher-

†Owing to thewatermolecules forminghydrogenbondswith each other. Wewill discuss
these bonds in more detail in chapter 2.
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ical on most other surfaces. In the early 1800s, Thomas Young realised
that whenever a liquid contacts another component there is a competition
between the two to simultaneouslyminimise their individually costly sur-
faces. This competition leads to thedroplet spreadingouton—or,wetting—
the surface, as shown in figure 1.1. This realisation led to a relationship
between the surface energies of the involved phases and the equilibrium
state of the droplet (Young 1805):

γ cos θ₀ = γSV − γSL (1.1)

where γSV is the surface tension of the solid and surrounding vapour inter-
face, γSL that of the solid and liquid interface and θ₀ the angle that is made
at the point where the phases meet. γ is the surface tension of the liquid
andvapour interface but is generally just referred to as the surface tension
of the liquid itself. This relationship is referred to as Young’s equation and
the angle θ₀ as the equilibrium contact angle, or simply the Young angle.

While equation (1.1) fully describes how droplets will end up resting
on surfaces, it tells us nothing of what happens as they are reaching that
final state. Imagine a droplet being placed on a plate. What does it look
like while it is spreading out? How long does it take until it is finished?
How can we make this process as efficient as possible? Simple questions,
yet important to answer.

These processes and the study thereof is collectively known as dynamic
wetting. For more than fifty years there has been a lot of activity in this
field. From an industrial view due to wanting to process liquids at ever
more rapid paces, in academia due to not yet understanding it on a funda-
mental level. Problems stem from how liquid transport is a complicated
phenomena spanning length scales from millimetre sized movement all
the way down to molecular processes.

In this thesis we study how the nature of individual water molecules
influence liquid spreading. Sincewe cannot observemolecularmotions in
laboratory experiments we instead use large scale computer simulations
of realistic systems toprobe this influence. Thesemethods are described in
chapter2. In chapter3wepresent the results of thesedroplet experiments.
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These are compared to different theoretical models of wetting and amodel
for how the contact line advances is proposed. Finally, chapter 4 presents
amore advanced study of electrowetting using ourmolecular systems and
relates our findings to modern laboratory experiments.



CHAPTER TWO

Computer simulations of droplets

Studying a droplet spreading on a substrate is in principle very easy: sim-
ply set up a camera beside a plate, then use a pipette to place a droplet onto
the plate and record the process. In practice it is more difficult, since you
may need multiple cameras and a way to account for how light refracts
through liquids to obtain accurate results. Nevertheless, researchers have
over theyearsworked toperfect thesemeasurementsandbynowbestprac-
tices are well established.

There are however limits to what regular lab experiments can study.
As systems become smaller, so does the time for every finished experi-
ment decrease. This places extraordinary demands on capturing equip-
ment, which has to be both high-speed and high-resolution. There is also a
more fundamentalproblem, in that cameras cannot capturedetailedmolec-
ular behaviour, only their collective motions.

We can solve these issues by performing our experiments as computer
simulations. In a computer we can create an experiment that is as small

5
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as we require. Most importantly, with certain types of simulations we can
observe the behaviour and impact of individual molecules on our experi-
ment. The most common method of that type is molecular dynamics (MD)
simulations.

2.1 Molecular dynamics simulations

The goal of any computer simulation—or, experiment—is to correspond
to physical reality. The laws of physics are enforced through the model we
use to perform the experiment with. The model is in turn selected to suit
our experiment. A computer gamemight need Newton’s laws to make ap-
ples fall to the ground when dropped, while a simulated ocean in a movie
would evolve using the Navier–Stokes equations of hydrodynamics, and a
research simulation of a plasma requires a treatment of flowing electrical
charges.

Similarly, we select how detailed (granular) our simulation has to be
depending on our requirements. An astronomer modelling how a galaxy
will evolve over thousands of years will only have to consider entire star
systems as individual elements. A quantum physicist on the other hand
will have to consider the influence of individual electrons to accurately
capture the physics of a small group of molecules, but can ignore that an
entire universe exists just a small distance away from them.

Molecular dynamics has been developed to study the behaviour of sys-
tems consisting of downwards of hundreds of atoms. As such it typically
includes every atom as a separate entity in the simulation† and uses classi-
cal Newtonianmechanics to move them around in small time steps of size
Δt.

This is fundamentally an incorrect view of atomic movement. Quan-
tum mechanics has proven that a particle’s position and velocity cannot
be perfectly known at the same time and that energy is quantised. But by

†A specific class of MD simulations exists wherein some atom groups are treated as a
single atom. These are referred to as being coarse-grained and are used to perform longer
or larger simulations which would be infeasible with an all-atom treatment.
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studying a large set of particlesweminimise the influence of single errors.
Quantum mechanical phenomena are added in a simplified sense by tun-
ing the forces through which particles interact with each other.

Combined, while an MD simulation does not perfectly model atomic
phenomena, it should capture the aggregate behaviour of the entire sys-
tem. In essence, we trade a perfect model of atomic movement for one
which is merely good enough. In return, the simpler physical models al-
low MD simulations to be used for larger systems for longer times than a
quantummechanical simulation can.

This flexibility has made MD popular for many scientific fields whose
typical systems consist of between hundreds and millions of individual
atoms. A few examples include biophysics, where MD is often used to
study how drugs or toxins affect how signals are transmitted to human
cells through atomic channels, structural mechanics which wants to un-
derstandhowmaterialsbehaveduringextremestresses, andof coursefluid
mechanics, which this thesis will cover in more detail.

A full description of molecular dynamics is outside of the scope of this
thesis. The rest of this section will introduce the basic foundations of the
method. More in depth information has been collected by among others
Allen and Tildesley (1987), Frenkel and Smit (2002), Berendsen (2007) or
can be found in the Gromacs user manual (Lindahl et al. 2020). Simu-
lations discussed in this thesis have been performed using the Gromacs
moleculardynamics softwarepackage (Abrahametal. 2015; Páll et al. 2015).

Interactions between atoms

A crucial part of describing atomicmovement in a system is knowing how
they interact with each other. In Newtonian mechanics movement of an
object withmassm follows from the force F⃗ = ma⃗, where a⃗ is the resulting
acceleration. The arrow (→) is used to denote a 3-component vector, since
particles are moving in our familiar three-dimensional space.

Theforce is generatedbya systemwanting tominimise itspotential en-
ergy U. A particle will want to move in the direction of where U decreases
most. This is expressed using the gradient
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F⃗ = −∆U (2.1)

for the nabla operator

∆ = ∂
∂x

x̂ + ∂
∂y

ŷ + ∂
∂z

ẑ (2.2)

where a hat (^) denotes a unit vector.
The short of it then is that to determine the force acting on an atom in

our simulation, we need to know its potential energy (or rather, the slope
of it). We can decompose contributions to the potential into different cat-
egories: a) bonded interactions with other atoms, b) non-bonded interac-
tions with other atoms, c) constraints that are applied on the atom, and
d) external contributions, for example from an electric field.

Constraints and external contributions are typically added on an as-
required basis when creating a simulation system. The bonded and non-
bonded interactions aremore general since they involve atoms interacting
with each other. They are discussed below.

Bonded interactions

Atomic bonds keepmolecules in certain configurations. Either to keep two
atoms i and j at a specified distance dᵢⱼ from each other or to have three
atoms i, j and k form an angle αᵢⱼk between themselves‡. For both types a
simple harmonic potential is commonly, but not exclusively, used. With
those, the contribution for atom i is

Uᵢ,bₒndₑd = ∑j kᵢⱼ(rᵢⱼ − dᵢⱼ)2
2 + ∑j

,k
κᵢⱼk(φᵢⱼk −αᵢⱼk)2

2 (2.3)

where the first sum is over all of its distance bonds and the second over its
angular. rᵢⱼ andφᵢⱼk are respectively the currentdistances and angles for the

‡Four-point dihedral interactions are also commonly considered, but ignored here for
the sake of simplicity and because they are not used in this thesis. Similar to keeping a
constant angle between two atoms, they keep a constant angle between two planes.
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FıGURE 2.1 Lennard-Jones potential for an atomic species with parameters σ and
ε.

bondedatompairings. kᵢⱼ andκᵢⱼk are the corresponding spring coefficients
determining how rigid the bonds are.

Non-bonded interactions

Atoms can interact with each other over some distance, not just through
bonds. These non-bonded interactions§ fall into three types: an extremely
short-ranged repulsive potential which keeps atoms from occupying the
same space, a weak attractive potential which brings neutral atoms to-
gether, and a Coulomb interaction between charged particles.

In computer simulations the repulsive and attractive parts are usually
modelled by the Lennard-Jones potential

ULJ = C₁₂
r12 −

C₆
r6 (2.4)

C₆ = 4εσ6
C₁₂ = 4εσ12

which is shown infigure 2.1. r is the distance between two atoms, ε sets the
strength of the interaction potential and σ adjusts the potential minima
position. These latter two Lennard-Jones parameters are set individually for
each atomic species i. For the interaction with a different atomic species

§Also commonly known as van derWaals interactions.
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j they are either set explicitly to model some (usually experimental) be-
haviour, or calculated using a combination rule. For the popular Lorentz–
Berthelot rules the combined parameters are

σᵢⱼ = σᵢ +σⱼ
2

εᵢⱼ = √εᵢεⱼ
(2.5)

but other variants exist.
TheCoulomb interactionpotential for twoparticleswith charges qᵢ and

qⱼ at a distance r from each other is

Ucₒᵤlₒmb = 1
4πε₀

qᵢqⱼ
r2 (2.6)

where ε₀ is the permittivity in vacuum.
Todetermine the full non-bonded interactionpotential for an atom the

contributions from all other atoms in the system are added up. This is in
contrast to the bonded potential calculation in (2.3), where only the clos-
est atoms will contribute. If we are simulating a system with a number of
atomsN, every atomhas to calculate its potentialwith theN−1 other atoms.
In computational terms this is called anN2 complexity problem: the num-
ber of calculations is proportional to the number of elements squared.

This computational cost would quickly become too high for any large
system, but there are ways to decrease it. Since the Lennard-Jones poten-
tial quickly approaches zero as thedistance r increases it canbe cut at some
distance rc, oftenat rc = 3σ, whichmeans thatweonlyhave to include a rel-
atively small number of interactions around each atom. Coulomb interac-
tions cannot similarly be ignored at some distance, but a popular method
called particle mesh Ewald (PME) has been developed which performs the
long-distance sum in Fourier space (Essmann et al. 1995). This improves
the scaling fromN2 toN logN.

Non-bonded interactions are by far the most costly calculation in MD
simulations. Modern work, including but not limited to the above meth-
ods, have allowed larger systems to be simulated, but it is still the largest
limiting factor of increasing the system size.
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Force fields

In discussing the different types of interactions, quite a few parameters
have been introduced. These parameters are often collected for different
atomic species to replicate some desired real world behaviour. These col-
lections of atomic parameters—most importantly the Lennard-Jones pa-
rameters σ, ε, charges q and atommassesm—are called force fields.

An important feature to keep in mind is that they are not universal:
they are developed to match experiments in specific conditions and for
specificparameters like theLennard-Jones cutoff rc andcombinationrules.

Updating the movement

With the force F⃗ calculated for all atoms their positions r⃗ and velocities v⃗
can be updated. This is done using an integrator, which is a set of instruc-
tions for doing the update with minimal error. A popular one is the leap-
frog integrator, whichkeeps thepositions at time t and the velocities at time
t −Δt/2 where Δt is the difference in time between two steps of the simu-
lation. The update is then done in two steps:

v⃗(t +Δt/2) = v⃗(t −Δt/2) + F⃗(t)m Δt

r⃗(t +Δt) = r⃗(t) + v⃗(t +Δt/2)Δt
(2.7)

This integration conserves the system energy and is fully time-reversible,
both of which are essential features in molecular simulations.

Periodic boundaries

Systems are generally not simulated inside an infinite vacuum, but in a
simulation box of some size. So, what happens if a molecules moves out-
side of this box? This is often not desired. If, for example, we are simulat-
ing a gas we do not want it to spread out infinitely, but stay inside the box
to keep a fixed pressure.

This is done by our boundary condition and the most commonly used
in MD simulations is the periodic boundary condition (PBC). With PBCs we
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FıGURE 2.2 Two-dimensional view of the periodic boundary condition, which
replicates the system infinitely along each axis.

simply replicate the system box around the system as shown in figure 2.2.
As an atom leaves the system at one side, it is moved to the opposite side.
All atoms also interact with atoms in the infinite periodic images, which is
where the methods of cutting the Lennard-Jones potential and using PME
for the Coulomb interactions come in handy.

Another boundary condition used in this thesis is the reflecting condi-
tion. This is a simple wall which stops atoms from leaving the box, for ex-
ample the strongly repulsive 1/r12 term from the Lennard-Jones potential
(2.4).

Limitations

Molecular dynamics simulations are a powerful tool but one has to keep in
mind inwhichways they can fail. Most important is thatwhile the simula-
tions themselves are ab initio—evolve through the laws of physics without
the need for boundary conditions—they still rely on sensible setups. Force
fields must be constructed to reflect reality, or at least a desired aspect of
it. Since MD uses classical physics quantum effects can only be described
in an aggregate way through the force field¶. The force field includes the
electron cloud around molecules as a simplified and static factor. Like-
wise, intermolecular bonds are typically fixed and cannot be broken.

¶A hybrid approach exists in quantum mechanics/molecular mechanics (QM/MM)
methods. In this method a quantum mechanical model is used for specific regimes and
blended with simpler models for speed (Warshel and Levitt 1976).
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FıGURE 2.3 Geometry of a water molecule.

These limitations are generally not a problem for simulations. Aggre-
gate behaviour is conserved when sampling sufficiently large systems or
long simulation times. However, purely quantummechanical components
like electric conductors, wherein electrons move freely and more or less
instantaneously, cannot be simulated using molecular dynamics. In such
casesdesiredquantumeffectshave tobe includedas aboundary condition.

Conversely, sinceMD is good at describing aggregate behaviour larger
scale systems can be accurately simulated. Caveat being that the compu-
tational cost increases with the system size and that supercomputers can-
not perfectly scale to more computational processes without inefficiency
losses.

In total then, MD is limited in the smaller end of the size spectra by
not accurately describing atomic and quantummechanical effects. In the
larger end by the computational cost and limits of available computational
power. MD then, is developed to work in between these scales. It excels in
the mesoscopic regime, where molecular and continuum physics blend.

2.2 Simulating water

The simple and beautiful watermolecule consists of three atoms: one oxy-
gen atom, ontowhich two hydrogen atoms are bound. In a classicalmodel,
shown in figure 2.3, each stick from the oxygen to the hydrogen atoms has
a length of dOH. The hydrogen atoms are separated from each other by an
angle φ.

The values for these parameters (often accompanied by a few more)
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Model ρ (kg/m³) γ (10⁻² Pa m) μ (10⁻⁴ Pa s) D (10⁻⁹ m²/s) Cost
SPC 962 4.7 4.3 4.3 9
SPC/E 986 5.8 8.7 2.6 9
TIP3P 969 4.4 4.7 5.9 9
TIP4P 979 4.9 5.3 3.8 16
TIP5P 970 4.5 6.8 2.9 25
Experimental 996.5 7.17 8.54 2.3 –

TABLE 2.1 Properties of some popular watermodels at 300 K and 1 bar. Measured
by the author (experimental at 298 K, from Krynicki, Green, and Sawyer 1978;
Lemmon, McLinden, and Friend 2020). The computational cost increases with
the square of the number of interaction sites.

make up a water model, a rough analogue to the more overreaching force
fieldspreviously introduced. Aperfectwatermodelwouldusevalueswhich
make a collection of simulatedwatermolecules behave as if theywere real.
A volume of such molecules would have the correct density ρ, viscosity μ,
diffusivityD, surface tension γ and so on. Thesemeasures also changewith
the temperature T and pressure p, which a perfect model would have to
capture.

As of writing this no perfect water model exists. All developed mod-
els are a trade-off between which values to capture well, in which condi-
tions (like temperature and pressure) and how expensive they are from
a computational view. A handful of popular water models are compared
in table 2.1. For the work presented in this thesis we use the SPC/E water
model (Berendsen, Grigera, and Straatsma 1987). Thismodel captures sev-
eral measurable properties well, while being computationally cheap. In
addition, it is parametrisedbyfixing thedispersiveC₆ termof theLennard-
Jones interaction (2.4) to its experimental value. Being a basic measure of
internal molecular interactions, this is a good property to match against.

Water’s crucial hydrogen bonding nature

Water may be a relatively simple molecule but one with a rich texture. Its
properties are crucial for life as we know it. Its density as a solid (ice) is
lower than as a liquid, whichmeans that life can survive through the win-
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ter at the bottom of lakes. It is a great solvent, which lets it carry salts
and other crucial substances through nature. It even helps our bodies to
assemble proteins and cell membranes at a rapid pace by acting as an ac-
celerator.

These features stem from its ability to form hydrogen bonds. Hydrogen
bonds—or, H-bonds—form between dipoles through the electrostatic in-
teraction between a donor and an acceptor of two molecules. The donor
atom “lends” an electronegative hydrogen atom site to the electropositive
site of the acceptor. Due to the strength of Coulomb interaction the formed
bond is quite strong, although not to the level of covalent bonds. They are
transient but on aggregate form networks, which give water its high sur-
face tension and viscosity.

Since hydrogen bonds are such a crucial part of water behaves they
are an important feature to capture in simulations. Dipolar models, like
SPC/E and the other models presented here, retain this ability. They are
well suited for performing realistic computer experiments of liquids.

Simple liquids

Liquid molecules can be simplified by not considering electrostatic inter-
actions. Byonlykeeping theLennard-Jones interactionbetweenmolecules
simulations become cheaper to run and the software easier to write. The
interactions are easy to tuneby changing the involved interactionparame-
ters to suit your needs. Moreover, many atoms can be strung together into
chains to increase the viscosity.

However, such simple liquids will not retain the ability to form hydro-
gen bonds. Not only does this change the internal interactions of the liq-
uid, aswewill discuss later in this thesis it affects themechanisms through
which they move over surfaces.

To simulate a realistic system of water one has to include its dipolar
nature. For this purpose simple Lennard-Jones liquids should be avoided.
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FıGURE 2.4 A water droplet of radius R constructed in two (a) and three (b) di-
mensions. For the two-dimensional case a periodic width w supplements the de-
scription.

2.3 Setting up a droplet computer experiment

A typical droplet experiment of spreading on a plate is conceptually very
straightforward. First, a water droplet of some size is created some dis-
tance above the substrate. Second, thephysics are initiatedbyadding ther-
mal motion—temperature—to the system. This involves letting the sys-
tem relax until it is stable. Finally, the droplet is gently brought into con-
tact with the substrate, which initiates the spreading process.

This simplicity hides some subtle but important details. How large sh-
ould the droplet be to represent a “realistic” system? Does the nature of
the substrate have an effect, and if so how? Which boundary conditions
are used? This section addresses a few of these questions.

Two- or three-dimensional systems

A real droplet experiment is usually performed with a spherical droplet.
Unfortunately, spherical droplets are expensive to simulate using MD. A
suitable alternative for some experiments may be to simulate a thin slice
of the droplet. In this case the droplet is constructed as a cylinder instead
of a sphere. It is replicated infinitely along the central axis using a periodic
boundary condition. Figure 2.4 compares the two setups. Since the num-
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ber of atoms increases by the radius squared in two dimensions versus the
radius cubed in three, quasi-two dimensional systems are cheaper for the
same initial radius.

Moving from three to two dimensions does not change any of the fun-
damental physics of wetting. It does however change the involved time
scales of the spreading process. This is exemplified by Tanner’s law, which
predicts that r(t) ~ tⁿ for the spreading radius r and experiment time t. The
critical exponent n depends on which physics are dominating the spread-
ing, but also varies depending on whether the system is two- or three-
dimensional. Some scaling exponents with comparisons between two and
three dimensions are collected in table II of Bonn et al. (2009).

Finite size effects and other computational artifacts

In a previous section we discussed the computational cost of simulating
large systems usingmolecular dynamics. Still, thanks to concerted efforts
to increase the efficiency ofMD programs and the continued development
of super computers, millions of atoms can now be simulated for tens or
hundreds of nanoseconds.

While it is tempting to just use this power to construct larger and larger
systems, we should ask ourselves why we need this in the first place. The
most simple answer is that the system size directly affects two important
aspects of a wetting experiment. For a small droplet, manymolecules will
lie at the surface. This means that surface energetics will dominate the
wettingprocess. For largerdroplets the surface-to-volumeratiodecreases,
meaning that inertia becomes a larger and possibly even dominating fac-
tor in the process.

There is also thepossibility of finite size artifacts creeping inwhen sys-
tems are very small. For the case of water molecules, their interaction
range with surrounding molecules is on the order of single nanometres.
This sets a limit to how small the system can be to even have a bulk phase,
or for a droplet cylinder how thin the system can be for molecules to not
interact with themselves. A good rule of thumb is for the length scale of
a system to be a few times the largest correlation length of components in
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FıGURE 2.5 Spreading radius r(t) for identical droplets with initial radius 50 nm,
with correct and incorrect PMEparameters. The incorrect parameters induce ex-
tra friction which slows the wetting.

the system to avoid these and similar artifacts.
Another artifact stemming from computer simulations relates to how

long ranged non-bonded interactions are treated. As mentioned previ-
ously, it is common to only calculate Lennard-Jones interactions between
atomswithin a certain cutoff range, since the interaction decays very qui-
ckly. It has however been shown that this may introduce an artifact in for
example anisotropic systems, where the dispersion term error adds up to
be non-neglectable (Wennberg et al. 2013). This can be solved similarly to
the Coulomb interaction, by using a PME summation of the potential on a
grid in Fourier space.

For the systems presented in this thesis this has not been considered.
However, a PME summation of the Coulomb interaction has been used to
simulate correct long range electrostatics. Whendoing anyPMEcomputa-
tion it is important to consider the grid which charges are collected in the
system. Charges are interpolated to the centre of the cellwhenperforming
the summation, which introduces an artifact if the grid is too coarse. Fig-
ure 2.5 shows how the spreading of a droplet can be affected by incorrect
PME summation. Decreasing the Fourier cell spacing alleviates the issue.
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FıGURE 2.6 A liquid canslip alonga substrate. Themeasureof slip is characterized
by the slip length δ: an extrapolation of the flow profile u(z) close to the interface.

Realistic substrates and hydrogen bonds

A large advantage of usingmolecular simulations is thatwe are not limited
to realitywhen constructing experiments. This gives us the ability to hone
in on specific effects, discarding phenomena which may hinder us from
gaining knowledge in a real experiment. This freedom is double edged: it
also means that we as system constructors have to ensure that all of the
physics which are needed to model reality are present.

Wetting experiments contain at least two components, the liquid drop-
let and the substrate. So far we have discussed how to create a mostly re-
alistic liquid. But what effects are needed to model a substrate?

In hydrodynamics, the substrate affects wetting in three terms. The
first is through the system’s thermodynamic properties: a substrate can
either attract or repel a substrate to different degrees. If a liquid spreads
out on a substrate, the substrate is classified as hydrophilic. If it contracts
to a compact sphere, it is hydrophobic. This is determined by whether or
not the system’s free energy decreases or increases with a change in the
liquid–substrate contact area.

Second, liquids can slip along some surfaces. How freely the liquid
moves along a substrate is characterised by a slip length δ, shown in fig-
ure 2.6. A large slip length means that less energy is loss due to friction
as the liquid spreads out on the surface—a hotly desired property for mi-
crofluidic systems which focus on fluid transport!
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Finally, recent studies have shown that local effects at the triple contact
line are an important source of energy dissipation for certain systems, in
particular when the liquid cannot slip. This has been termed a contact line
friction. It is as-yet unclear if and how substrate details affect this dissipa-
tion. It will be covered in more detail in chapter 3.

Inmolecular simulations these effects have to be included through the
physics. The energetics are easily modelled by tuning the interaction pa-
rameters, for example theLennard-Jonespotential strength (the εparame-
ter) or the substrate charges. Fluid slip in turnarisesdue toafluidmolecule
not forming a bond to a surface molecule, easily moving to adjacent sites.
This is the case if for example only a Lennard-Jones interaction is present
between the liquid and substratemolecules. Watermolecules on the other
hand formhydrogenbondswith other dipoles,whichprohibit thismotion.

In PAPER ı we show that for substrates with identical surface tensions,
the addition of hydrogen bonds alone results in zero liquid slip across the
substrate. This results in different modes of contact line advancement,
which we describe further in PAPER ıı. Hydrogen bonds have thus proven
to be an important property for molecular wetting, which should be in-
cluded when liquids like water is wetting certain substrates.



CHAPTER THREE

Spreading droplets on the nanoscale

While Young’s equation (1.1) tells us how a far a droplet will spread out on
a plate, it says nothing about how it reaches that state. Understanding the
process itself—the dynamics of wetting, or dynamic wetting—is important
for any application which either moves droplets around or wants to opti-
mise the process.

3.1 Models of dynamic wetting

Formal studies and theories of dynamic wetting began in the 1960s. The-
oretical attempts to model the process roughly typically followed one of
two approaches: looking at the contact line through the continuum view
of fluid dynamics, or the molecular perspective of molecules jumping be-
tween adjacent potential minima sites of the substrate. Both approaches
have had partial success asmodels, neither fully solving the problem. This
suggests that differentmechanisms dominate the process in different reg-

21
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imes.
This section aims to provide a very brief overview of somemodern the-

oretical models of wetting. Of most interest to this thesis is the phase field
method, which blends molecular and continuum behaviour in an attrac-
tive package. Common to all is that the contact line is driven by a force F
which is directly related to how far from equilibrium the droplet is. Fol-
lowing Young’s equation (1.1) the non-equilibrium droplet state produces
the driving force per length of contact line

F = γSV − γSL − γ cos θ
= γ cos θ₀ − γ cos θ

(3.1)

for the involved surface tensions andcurrent contact angleθof thedroplet.
In dynamic wetting it is preferred to not directly involve the equilib-

rium contact angle θ₀ in relations, but use the actual surface tension val-
ues. While θ₀ is a fantastic visual shorthand to the final state of a droplet,
it is possible for γSV − γSL > γ, which cannot be represented using a mod-
ulating cosine. For the remainder of this chapter we will use the surface
tension balance S = (γSV − γSL)/γ to represent the strength of wetting and
refer to the equilibrium contact angle only when it is useful. The term S is
often referred to as the spreading coefficient (de Gennes 1985).

Beforemoving on, we should first consider if Young’s equation is valid
at the molecular scales discussed in this thesis. Fortunately the answer
is yes. Using MD simulations, Seveno, Blake, and De Coninck (2013) have
shown that the predicted force F in (3.1) agrees with measurements down
to the nanoscale. While amolecular contact anglemay bemore difficult to
characterise, minimising the free energy of a systemworks at all scales.

Hydrodynamic model and the Huh–Scriven paradox

A popular approach to modelling wetting is by continuum theory. The
Navier–Stokes equations model the flow of a system. The interfaces are
treatedbysupplyingappropriateboundaryconditions, suchasa slip length
and the surface tension energy balance.
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Knowing which boundary conditions to use and how has historically
been a problem. Attemptsmade tomodel the contact line of a systemwith
zero slip initially led to an infinite pressure at the (infinitely small) contact
line, making any contact line advancement impossible. This is referred to
as theHuh–Scriven paradox after its authors (Huh and Scriven 1971).

It is possible to regularise the singularity by changing the boundary
condition. Furtherdevelopments introduced, amongother conditions, liq-
uid slip across the substrate or pre-wetting films of some thickness. With
moremeasurements over the past decades both effects have been observed
for macroscopic droplet systems. A remaining limitation of the theory is
that it depends on variables which have to be fitted instead of predicted
from basic physics.

Molecular kinetic theory

Alongside the continuum theory development, the late sixties and early
seventies saw another approach to modelling wetting. Thework looked at
advancement as a purely stochastic phenomena of molecules jumping be-
tween potential sites at the substrate. Using a purelymolecular view gives
the model its name: molecular kinetic theory, or MKT (Blake and Haynes
1969).

Equilibrium is reached when the advancing rate equals the receding,
at which point the contact angle is at its static value. Reaching the equilib-
rium state is done at the predicted contact line velocity

v = 2κΛ sinh {βF/2n} (3.2)

where κ is the rate at which molecules jump between lattices, Λ is the
length of each jump and n is the number density of sites. β = 1/kBT is the
inverse thermal energy for the Boltzmann constant kB and temperature T,
and F is the driving force (3.1) which introduces the dynamic dependency
on the contact angle θ.

The model has been very successful at describing a wealth of experi-
mental (Blake and Batts 2019; Blake and Shikhmurzaev 2002) and molec-
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ular dynamics (De Coninck and Blake 2008) data from contact line exper-
iments. Ren and E (2007) used an MD system to further develop an MKT-
like boundary condition for contact line dissipation, which has been used
to successfullymodel continuumsimulations (SiHadjMohandet al. 2019).

A neat thing about the MKT model is that the mechanisms of contact
line advancement is readily given through the variables κ, Λ and n, all of
which relate more or less directly to the physical processes of the system.
However, bymeasuring each variable in amolecular system system ofwa-
ter it has been found that (3.2) predicts a velocity an order of magnitude
higher than that observed (as we report in PAPER ı). While the processes
of a molecular system aremore complicated than the simple origins listed
for each variable, this stillmeans that an accuratemodel of the contact line
velocity—just like the continuumhydrodynamicmodels—hinges onusing
a fit to obtain the variables.

Phase field model

In the late nineties another approach came along. The phase field model
looks at the system purely through its free energy, which it is trying to
minimise by spreading out (Jacqmin2000; Seppecher 1996). Here the con-
tact line advances by the molecules diffusing over an interface of some
width. Diffusion at the liquid interface obeys the Cahn–Hilliard equation
(Cahn and Hilliard 1958).

An extension of the phase fieldmodel can allow for contact lineswhich
do not have a constant contact angle θ₀. This non-equilibrium boundary
condition adds a dissipation term that is often referred to as a contact line
friction, with units of viscosity (Carlson, Do-Quang, and Amberg 2011).
While this termisnotunique todiffuse interfacemethods (deGennes 1985;
Ren and E 2007) it appears here as a non-negotiable term if any deviation
from θ₀ is to be seen.

A lot of attention has also been brought to the slip boundary condition
usedwithphasefieldmodels. Phasefield simulationshavebeenusedalong
withMD simulations to accurately match data using various types (Naka-
mura et al. 2013; Qian, X.-P. Wang, and Sheng 2003). We will return to
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FıGURE 3.1 Side view of studied substrates. The silica consists of rigid SiO₂
molecules. Its atoms are charged, which induces hydrogen bonds with water
molecules. The Lennard-Jones substrate atoms interact only using the Lennard-
Jones potential.

these and the contact line friction condition inmore detail throughout the
remainder of this chapter.

3.2 Wetting on a molecular scale

By usingmolecular dynamics to study dynamicwettingwe can investigate
the process at a molecular scale. This approach gives us a lot of informa-
tion for free. Since we can observe molecular events, we can observe how
molecular processes affect the wetting. We can also measure properties
such as slip lengths, jumping rates and other parameters. Since all mod-
els of wetting contain these or similar parameters, we can compare MD
results to these models to infer if they are sufficient for a complete model.

Molecular substrate composition

Asdiscussed in chapter 2, an advantage thatMDsimulationshaveover lab-
oratory experiments is the ability to construct setups with specific char-
acteristics. We use this to study the details of wetting in two cases: with a
simple substrate built of atoms which interact only with a Lennard-Jones
interaction (2.4), and a more complex—albeit idealised—silica substrate.
This latter substrate’s complexity stems from being built out of rigid SiO₂
molecules. The rigidity is maintained by internal atomic bonds (2.3). The
molecules are overall charge neutral but their atoms carry partial charges
qSᵢ = −2qO, making them electric quadrupoles.

The Coulomb interaction (2.6) between silica quadrupoles and water
dipolesmeans that hydrogen bondswill formbetween thewater and silica
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Tuning parameter
Substrate Variable Unit Value δ (nm) (γSV − γSL)/γ θ₀ (°)
Silica qO e −0.79 0.0 1.3 0
Silica qO e −0.74 0.0 0.81 36
Silica qO e −0.67 0.0 0.34 70
Lennard-Jones ε kJ/mol 1.77 1.1 0.80 37

TABLE 3.1 Properties of the studied substrates. Different energetics are achieved
by tuning the listed parameter. Charges are given for the elementary charge e.

at close range. In turn, this removes the ability for water molecules to slip
along the silica, setting the slip length δ to 0. Meanwhile, water cannot
formhydrogenbondswith theLennard-Jones substrateandwill slip across
it.

The composition of both substrates is shown in figure 3.1. Both are set
in a tightly packed face centred cubic formation, although the silica con-
sists of a single layer only. An overview of the substrate properties and
how the interaction strengths are tuned to achieve different surface ener-
getics is given in table 3.1.

Profile of the driving force

How quickly the contact line advances will depend on the strength of the
driving force F (3.1). It is interesting to consider exactly how this force
is applied to the liquid molecules. Since MD simulations lets us access
molecular forces this can be investigated for our substrates, which allows
us to compare how the two different substrates interact with our water
droplets.

The measurement is done by restraining a slab of water to a height h
above the substrateandnoting the forcewithwhich the substrate ispulling
on it. Repeating the measurement for many different heights produces a
force profile†. In PAPER ı we measure the force for the introduced silica

†Integrating this force profile (PMF) yields exactly γSV − γSL—a very efficient method
for measuring the system energetics.



SPREADıNG DROPLETS ON THE NANOSCALE 27

and Lennard-Jones substrates and see that it is very short ranged. Indeed,
it has a range of less than 0.3 nm from the substrate atomswhich is barely
enough to cover the first layer of water molecules.

In effect, thismeans that even if the force F can be very strong it is only
acting on a very small part of the liquid. If the bottom layer of the liquid
is immobilised—as it is on no-slip substrates like our hydrogen bonding
silica—there are fewmobilemolecules which the driving force can act on.
As wewill discuss in the next section this has large consequences for con-
tact line advancement.

Matching molecular simulations to continuummodels

MD simulations give us access to an experimental method for studying
wetting phenomena. Just as for laboratory experiments we can use them
to evaluate theoretical models.

One has to take some care when making these comparisons. Contin-
uummethods model wetting systems through different parameters, such
as viscosity μ, surface tension γ, slip length δ and so on. As discussed in
chapter 2 these can be measured in MD simulations. A proper simulation
procedure for these comparisons is tomeasure asmany properties as pos-
sible, to limit the number of free parameters which need to be used. Any
observed discrepancies may highlight in which ways the studied models
cannot describe reality.

InPAPER ıııweapply this approach to a shearflowsystem. Awater slab
is entrenched between two plates of no-slip silica which move in opposite
directions to create a shear. This system is ideal for a simple comparison
of models, since it involves a steady state with multiple moving contact
lines (one receding and one advancing per surface). Simulations can be
extended indefinitely togathermoredata,which is onlypossible indroplet
experiments by repeating them. Using our MD setup to measure all free
parameters we use numerical phase field and volume of fluid simulations
to evaluate continuummodels.

What we find is that both methods accurately capture the global dy-
namics of the system. However, close to the contact line we see that the
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details diverge. Thephase fieldmethod in particular displays a continuous
and large flow across the interface, which is not observed in the MD ex-
periment. Instead, by relaxing our constraint of only usingMDmeasured
parameters we obtain a better match by increasing the diffusion term in
phase field far beyond what is seen.

The difference between the continuum slip boundary conditions are
also investigated. The regular Navier slip boundary condition is compared
to thegeneralisedNavierboundarycondition (Qian,X.-P.Wang, andSheng
2003). Notably, both encounter the same issuewith regards to the velocity
field at the contact line in the phase field model not matching that of the
MD simulations.

While this shows that both phasefield and volumeof fluidmethods can
replicate anMDexperiment it is unsatisfactory to require a free fitting pa-
rameter. It suggests that there is some fundamental process from molec-
ular wetting that the models are not capturing. Further investigation into
these effects is needed to resolve this discrepancy.

3.3 Contact line friction

Asdiscussedearlier, theoreticalmodels ofwettinghavepredicted that there
maybea sourceofdissipation locally at thecontact line (Carlson,Do-Quang,
andAmberg 2011; de Gennes 1985). Due to how contact line area is fixed in
size to a few nanometres, these effects have not been important to model
correctly for large droplets. Until recently few formal studies of the nature
of the dissipation have been published.

For water droplet nanoscale systems the contact line area is no longer
insignificant. Sensitive force measurements have shown an extra source
of frictionattributed to this local source. It hasbeenattributed tonanoscale
defects that the contact line pins to (Perrin et al. 2016) as well as slip dissi-
pation (Nakamura et al. 2013), but also seen for systems discussed in this
thesis: defect-free substrates with zero slip. This motivates our study of
the molecular source of dissipation, which is related to the details of how
the contact line advances.
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Substrate (γSV − γSL)/γ Ėf/ Ėγ μ̂f (μ)
Silica 1.3 0.7 5.3
Silica 0.81 0.5 4.3
Silica 0.34 0.4 3.3
Lennard-Jones 0.80 0.2 –

TABLE 3.2 Contact linedissipation rates Ėf compared to the rate Ėγ atwhichenergy
is fed into the systemasdroplets spreadondifferent substrates. Measuredcontact
line friction parameters μ̂f are listed alongside.

Contact line friction in molecular systems

As thewettingmoves froman inertially dominated stage to one dominated
by viscous friction, the dynamics slow down considerably. A driving force
is necessary to keep the contact line moving against all the viscous fric-
tion. In such a state, the contact line velocity v has been shown to be pro-
portional to this driving force F (Yue and Feng 2011):

v = F
μf =

γSV − γSL − γ cos θ
μf . (3.3)

The dissipation is contained in the μf factor, which has units of viscosity.
Note that we can measure both the contact line velocity and contact

angle. This leaves (3.3)with the dissipation as its single unknownvariable.
Furthermore, the rate of dissipation Ėf can be calculated by

Ėf ≈ lμfv2 (3.4)

for the total length of the contact line l (Carlson, Bellani, andAmberg 2012;
de Gennes 1985; de Ruijter, De Coninck, and Oshanin 1999). Taken to-
gether thismeans that an easymeasurement of the dissipation term is pos-
sible,which thenallowsus tomeasure the total rate of dissipation from the
contact line.

Doing so for ourmolecular systemswith andwithout slip (respectively
a Lennard-Jones substrate and a silica-like) reveals two things. One is that
the contact line dissipation is lower if the liquid can slip across the sub-
strate than when it cannot. This is shown in table 3.2 by comparing the
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(a) Hopping (b) Rolling

FıGURE 3.2 Molecularmodes of contact line advancement. The substrate is drawn
as a potential landscape.

dissipation rate to the rate at which energy is gained from the liquid cov-
ering a larger area Ėγ, which is measured by

Ėγ = [lv(γSV − γSL) − γΩ] (3.5)

where Ω is the rate at which the liquid–vapour interface area changes.
The second is that the dissipation factor μf is largely constant if the liq-

uid can slip across the substrate, but increases during the experiments if
it cannot. This suggests that the dissipation is dependent on the details of
how the contact line advances. From now on we will focus on the case of
no-slip substrates and investigate how the advancement can lead to this
dissipation.

How the contact line advances in the case of no slip

If we consider how a droplet contact line can advance in a no-slip scenario,
we can propose two separate possibilities: the current wetting edge mov-
ing outwards, or new fluid molecules filling in from above to construct a
new edge. In the former case the outermost molecule hops from one po-
tential minima to an empty adjacent minima. In the latter a molecule at
the interface rolls over the edge in to a minima. Figure 3.2 shows these
modes.

The twomodes work with slightly different mechanisms. For the hop-
ping mode, the potential barrier for an advancing event is set by the sub-
strate interaction. For example, in the case of a hydrogen bonding liquid
and substrate, the molecule has to break this relatively strong bond in or-
der to move forwards before it can form a new hydrogen bond with the



SPREADıNG DROPLETS ON THE NANOSCALE 31

θ

Δx

(a) (b)

FıGURE 3.3 Surrounding molecules create a potential energy barrier for reach-
ing the edge and dropping down. The energy barrier depends on the contact line
wedge geometry.

substrate. Meanwhile, the rolling mode is not hindered by breaking a hy-
drogen bond with the substrate, but by its surrounding liquid molecules
that want to keep it close.

Since molecular simulations give us the particle trajectories, we can
measure how prevalent these modes are in dynamic wetting. In PAPER ıı
we do so and see that for a no-slip silica substrate, both modes contribute
to a substantial part of the advancement. In the inertial regime, the rolling
mode is more common, while in the viscous regime the hopping mode is
roughly two thirds of all advancing events.

One should note that these modes are simplifications of what happens
at amolecular contact line. The contact line does not advance through sin-
gle, clearly defined events. Rather, the advancement occurs in a connected
network of liquid molecules. As a molecule hops to fill one space, another
should quickly move in to occupy its previous place. How these intercon-
nected motions affect the wetting modes is not yet understood.

Energy barrier for rolling mode

This gives the rolling mode a subtle dependency on the geometry of the
wetting edge. If the wetting is not dominated by an inertial flow, a bound-
ary molecule has to cross the barrier by a thermal fluctuation. The fluctu-
ation has to be large enough for the molecule to pass over the edge, after
which it can drop onto the substrate.

From geometry, sketched in figure 3.3, we infer that a lower contact
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angle θmeans that the thermal fluctuationhas to be larger, as themolecule
has to cross a larger distance Δx. Inmolecular diameters this distance will
on average be Δx = tan (90° − θ) + d, where d is how far past the edge the
molecule has to be before dropping down. A thermal fluctuation which
covers this distance has to be of size h = Δx sin θ, since the fluctuation is
perpendicular to the liquid interface. Expanding Δx and using some trigo-
nometric identities we see that

h = sin θ [ tan (90° − θ) + d]
= cos θ + d sin θ .

(3.6)

In order to create a fluctuation the systemuses energy ΔE proportional
to the created surface area, which means that ΔE ~ h2. This is the average
potential energy barrier for a rolling event to occur. Following Maxwell–
Boltzmann statistics we know that the probability P for such an event is
given by the exponential

P ~ exp {−βΔE}
= exp {−aβ ( cos θ + d sin θ )2}

(3.7)

where a is an unknown energy scale and β = 1/kBT again the inverse ther-
mal energy of the contact line.

This equation contains a few noteworthy features. The barrier tends
towards zero as the contact angle θ increases, up to and including the point
where cos θ = −d sin θ. This behaviour represents that it’s easy for liquid
molecules to roll down onto the substrate when they do not have to pass
the contact line edge—they simply have to come within the substrate in-
teraction range. Note that the equation is invalid for θ larger than the last
criteria, since the rolling molecule at that point does not have to cross the
edge as used in the model‡.

For contact angles decreasing from 90° the energy barrier rapidly in-

‡To be precise, equation (3.7) is well defined for the interval 0° < θ ≤ 180° − arccot d.
The overhang factor d cannot be preciselymeasured. We here take it as 0.5: one-half of the
molecule diameter.
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FıGURE 3.4 Velocity and contact angle data fromdroplet system simulationswith
different values of the spreading coefficient S = (γSV − γSL)/γ. Each set is overlaid
onto the prediction of equation (3.8). Originally published in PAPER ıı, recreated
with permission.

creases at first but levels off as it approaches 0°. The rollingmode becomes
less probable to be observed for small contact angles. This is consistent
with observations.

Model for molecular contact line friction

With a very simplified argumentwehave introduced the probability of the
contact line advancing througha liquidmolecule rolling onto the substrate
from an upper layer. Since molecules want to stay together and cannot
be easily pulled to the substrate by the driving force F, the advancement
is slowed down compared to if they were free to drop down. This energy
barrier is the reason for why measured contact line velocities v are lower
than expected from older continuummodels.

This slowdown can be implemented into continuum models. The rate
of advancing events is proportional to the probability P of advancement
(3.7). In effect, this means that we modulate the velocity that would be
expected from a given driving force by this probability (3.3), yielding

v = F
μ̂f
exp {−aβ ( cos θ + d sin θ )2} . (3.8)

Here μ̂f is a contact line friction factor which has units of viscosity and
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depends on the used system. Since the energy scale a represents the po-
tential energy barrier it depends on the used liquid, leaving μ̂f as a sin-
gle free parameter which can be measured for systems. For the water-on-
silica systems presented in this thesis, the value a = 1.1kBT along with the
given values for μ̂f in table 3.2 produce excellent agreementwith the simu-
lation data. Figure 3.4 displays this comparison. Our proposedmodel thus
successfully captures contact line friction in these experiments.

In addition, the model can explain how the energy from the contact
line slowing down is lost. To reach the crossing state shown in figure 3.3b
amolecule has temporarily borrowed thermal energy from its neighbours.
Once it falls onto the substrate and forms a hydrogen bond this energy is
converted into kinetic energy, which is then dissipated into its new envi-
ronment. While the exact details of how this energy is dissipated—for ex-
ample, howmuch is lost bydissipation into the substrate or returned to the
liquid as it extends over it—are unknown, thismodel provides amolecular
mechanism and an interesting avenue for future exploration.



CHAPTER FOUR

Molecular electrowetting

A droplet will spontaneously spread out when placed on a plate to an ex-
tent determined by the involved surface energetics. For a long time there
has existed a desire tomanipulate these energetics to achieve a specific ef-
fect. Researchers have for example created heterogeneous surfaces with
stripes of varyingwettability andmicro-structures to decrease or increase
the effective friction.

Such surfaces are still static. To freely change the properties of a sys-
tem, for example tomove a liquid aroundor spread out and retract on com-
mand, another approach is needed. So far the most popular candidate has
beenapplying anelectric potential to the liquid, a techniqueknownas elec-
trowettingwhichwasexperimentally shownandmodelledbyGabriel Lipp-
mann (1875).

Active surfaces have a wide range of applications in areas such as dy-
namic camera lenses, controlled microfluidic transport and display tech-
nology. Understanding the physics and processes of electrowetting thus
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FıGURE 4.1 Electrowetting setups in the two widely used configurations: on a
conductor (a) and a dielectric film of thickness d and permittivity εd (b).

may be a great step forward for microfluidic research in the 21st century.

4.1 Physics of electrowetting

In a very simplified configuration an electrowetting system consists of a
liquid droplet—typically an electrolyte solution—placed on a conducting
substrate, with a potentiostat coupled between the substrate and an in-
serted electrode as sketched in figure 4.1a. Using the potentiostat an elec-
trostatic potential ΔV is applied. Thedroplet spreads out in response to this
field as ions are accelerated along it, trying to minimise their energy.

In effect, this changes the surface tension γSL between the droplet and
the conducting substrate as

γSL* = γSL − CΔV22 (4.1)

where C is the capacitance of the conductor. Since we know that the sur-
face tension isdirectly related to the static contact angleθ₀ throughYoung’s
equation (1.1) we can predict how the spreading changes by calculating
howmuch the surface tension changes. This results in a modified version
known as the Young–Lippmann equation:

γ cos θ₀* = γSV − γSL*

= γSV − γSL + CΔV22 .
(4.2)

This equation is the basic model used in all of electrowetting.
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Wetting on conductors versus dielectrics

While equation (4.2) describes the energetics of electrowetting systems
there are some practical complications when wetting on pure conduct-
ing surfaces. The direct contact between the ions and conductor results in
electrolysis, a chemical reaction wherein ions are permanently† absorbed
by the substrate. This means that the wetting is not reversible, which is
desired for most all systems—a camera lens has to predictably spread out
and retract every time the potential is changed.

A solution to this problem is to insert a thin, insulating, dielectric film
between the conductor anddroplet, shown infigure 4.1b (Berge 1993). This
filmwill decrease or eliminate the absorption and can be constructedwith
some desired properties, like hydrophobicity and low friction. The down-
side is that the film’s thickness d lowers the strength of the electric field
which means that a larger applied potential ΔV is required for the same
change in contact angle θ₀*. For such a systemequation (4.2) canbe rewrit-
ten as (Mugele and Baret 2005; Zhao and Y.Wang 2013)

γ cos θ₀* = γSV − γSL + ε₀εd ΔV2
2d

(4.3)

where ε₀ and εd respectively are the electric permittivities of vacuum and
the dielectric. Compared to electrowetting on conductor (EWOC) setups
which require on the order of single Volts to affect a large change in con-
tact angle, these electrowetting on dielectric (EWOD) setups may require
several hundred Volts for similar changes.

More recently the interest in EWOC configurations has been reignited
due to the advent of cheap and accessible graphene substrates. Graphene
is anexcellent conductor andchemically stable,with little tonoabsorption
of ions. It has been shown to provide reversible wettingwith large contact
angle changes for very low voltages (Lomax et al. 2016). For this thesis,
similar EWOC systems to these are used.

†At least as considered for practical applications,where processes can repeat hundreds
of times every second.
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FıGURE 4.2 Molecular dynamics setup for electrowetting. A two-dimensional
cross section shows the components (a). The electric field is created by n charges
of strength qn which can move freely below the substrate and a single charge Q
in the electrode. The inserted electrode means that simulations must be three-
dimensional (b).

4.2 Reconstructing an electrowetting setup

A realistic depiction of an EWOC system requires that all the components
described above are modelled: a conducting substrate, an electrode and
a liquid droplet. We have previously described how to create molecular
substrates, but it has to be restated that most molecular dynamics meth-
ods are purely classical. This means that we cannot accurately or cheaply
mimic the physics of an electric conductor, which requires us to treat free
electrons.

However, for the purpose of simulating electrowetting we only need
an electric field between the substrate and the electrode Accurately mod-
ellinghowa conductor creates this field is beyond the scope of this thesis—
we simply create the field by adding amonolayer of n charges qn below the
substrate. These charges are free to move in the transverse plane of wet-
ting but fixed in the normal direction.

Similarly, the electrode is created as a thin carbon nanotube which is
closed in both ends. A single charge Q = −nqn is fixed near the bottom of
this electrode, setting it to exactly neutralise the “conductor” chargewhile
directing the field into the electrode. By tuning the total charge we tune
the strength of the electric field and thus the applied electric potential ΔV.
This setup is shown in figure 4.2.
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In chapter 2 we discussed the difference between two- and three-dim-
ensional systems. For spontaneous wetting on homogeneous substrates
this difference comes down to a scaling factor whichmeans that two-dim-
ensional simulations will describe the physics of a three-dimensional sys-
tem after this is taken into account. Note that the addition of an electrode
removes this option. An infinitely replicated (through the periodic bound-
ary condition) electrode is a perpendicular substrate, not anything resem-
bling a tube. In order to simulate a conductor–droplet–electrode setup, we
have to use fully three-dimensional systems.

Electrolyte solutionsare createdbyadding ions toapurewater (SPC/E)
base to the desired concentration. Force field parameters for these ions
have been previously reported (Hess and van der Vegt 2009;Weerasinghe
and Smith 2003).

4.3 Reduction of contact line friction

Curiously, it has been shown that contact line friction—as discussed in
chapter 3—is consistently absent under electrowetting conditions. Even
for micro-structured systems which create a lot of friction during spon-
taneous wetting the dissipation mostly vanishes when an electric field is
applied (Decamps and De Coninck 2000; Nita et al. 2018). Since the fric-
tion of these system arises from microsized structures on the substrate,
this effect has been referred to as cloaking the surface features.

By simulating molecular electrowetting on the previously introduced
high-friction silica substrateswe show in PAPER ıV that this effect remains
on a molecular level. The line friction decreases by an order of magnitude
and the spreading changes from being dominated by it to inertia being the
dominant factor inhibiting the process. It is thus not only a cloaking of
surface features, since these surfaces have none, but of line friction on a
molecular basis.
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Electrostatic bias of the advancement energy barrier

Just as when seeing that no-slip substrates show a lot of line friction, we
return here to the question of what physical phenomena is causing this
massive decrease in it. We previously (in chapter 3) introduced amodel of
the line friction arising from an energy barrier that has to be crossed by a
liquid molecule to advance the contact line. Since the substrate-to-liquid
interaction has an extremely short range watermolecules are not assisted
in crossing this barrier.

In an electrowetting system this situation changes. The potential dif-
ferenceΔVbetween theelectrodeandconducting substrate creates anelec-
tric field E⃗ throughout the system. Any charge q in the system experiences
a force

F⃗ = qE⃗ (4.4)

from this field. Not only that, overall charge neutral but polar molecules
will experience a force

F⃗ = (⃗p ∙ ∆)E⃗ , (4.5)

where p⃗ is the polar moment of themolecule. This latter force comes from
how the forces (4.4) working on individual charges in a molecule do not
cancel if the electric field changes over it.

At themoving contact line an electric field and both of these forces are
present. By measuring the electric field and polar moments of water at
the contact line, we show in PAPER ıV that the force of equation (4.5) in
electrowetting is both significant and long ranged. An electrostatic bias is
added, diminishing the energy barrier of equation (3.8). Contact line fric-
tion is removed and the contact line can advance at the rapid pace seen in
experiments.

The importance of realistic systems

Contact line friction being diminished in electrowetting stems from sev-
eral features of water. It is an electric dipole, which allows it to form hy-
drogen bonds. Hydrogen bonding to substrates occurs naturally and re-
sults in a molecular no-slip condition. If a contact line cannot slip it has
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to advance by non-bonded water molecules rolling in from above, which
requires crossing an energy barrier. Finally, this barrier is diminished in
electrowetting by the electric field working to pull the dipoles across it.

If this long chain of consequences starts with water being a dipole we
again see how important this feature is. As we discussed in chapter 2 this
is a feature which simple Lennard-Jones liquids lack. While such liquids
simplify computations they fundamentally cannot be used as a substitute
if realistic effects are studied.

To study reality we need to describe it.





CHAPTER FıVE

Outlook

Thefield of wetting has been studied for several hundreds of years but still
poses interesting and challenging questions for modern researchers. As
we are now probing systems in the mesoscopic regime where nanoscale
or evenmolecular effects enter into play I can only see these questions re-
maining important over the foreseeable future.

To be more specific we still lack a holistic view of how a contact line
moves or retracts. It is easy to imagine simple models such as how it pins
to defects, but when the thermal motions of molecule groups are impor-
tant these motions become more complicated. The model that has been
presented on contact line motion and how line friction is related to an en-
ergy barrier that has to be crossed through thermal activation is still very
simplified compared to the chaotic events at an actual triple point, but it is
a clear example of how these eventsmay be characterised to better under-
stand molecular wetting.

With how complex and chaotic these events appear one may ask the
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question of whether understanding them is a requirement if one can just
simulate any system in a computer. After all, the state of molecular dy-
namics simulations and supercomputing has advanced to the point where
systems spanning tens to hundreds of nanometres in either direction can
be simulated over tens to hundreds of nanoseconds given sufficient (large
but realistic) resources. Moreover, their use has been accepted in several
fields as a valid complement to or even pioneering of real world experi-
ments and phenomena. For these accomplishments of molecular dynam-
ics, Martin Karplus, Michael Levitt and AriehWarsheh were awarded the
2013 Nobel prize in chemistry.

Thequestion isvalid, if somewhatmisguidedsince fundamentalknowl-
edge is of its own value. Certainly in the near future one can imagine con-
structing suitably detailed systems emulating an industrial process and
throwing a large computer at it. Techniques such as coarse-graining the
simulation can be used to further reduce the limitations of scaling while
keeping essential physics.

It should be kept in mind though that something being possible does
notmake it a clever use of resources. Asmolecular effects largelymanifest
at interfaces theyarenot crucial tomodel ina largepart of adroplet experi-
ment. Incorporating them through a boundary condition for a continuum
simulation may be a faster and smarter way to the same result (Carlson,
Do-Quang, and Amberg 2011; Qian, X.-P. Wang, and Sheng 2003; Ren and
E 2007; Zhang, Borg, and Reese 2017). Similarly, simulating a millimeter
length channel or flow through an array of shorter channels may not need
a full atomistic treatment as the flow will be similar throughout the repe-
titions. Heremolecular dynamics can be used to simulate selected parts of
the system, like the channel openings or one selected channel, and a con-
tinuum model can be coupled to that simulation to evolve the remainder
(Borg, Lockerby, and Reese 2013).

These treatments fall under the domain ofmulti scale modelling. While
not a newfield in any sense of theword, there are no—andpossibly should
not be anydue to different systemshavingdifferent physics—unifiedways
to incorporate molecular and continuum effects for different types of sys-
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tems. Furthering the development of these techniques will be an impor-
tant part of modelling mesoscopic fluid systems in the 21st century.

In this sense, molecular simulations of liquids are andwill continue to
be apowerful tool to understand andmodel processes inwetting. For small
scale systems by these methods making few assumptions of the needed
physics and for large scale systems by including these effects in an indi-
rect way.

Thework presented in this thesis has shown that even simple molecu-
larprocesses canpropagate to large scalewetting. In contact linedynamics
by having to cross a energy barrier which is molecular in nature. In elec-
trowetting by being assisted over this barrier. It is clear that molecular ef-
fects are important to study to better describewetting processes. Whether
we incorporate these effects by fully molecular simulations, multi scale
modelling or better boundary conditions for continuummodels is an open
question, but they simply cannot be ignored.





Summary of papers

From the very inclusive term “molecular processes” in the title of this the-
sis, the work has mostly centred around understanding how these pro-
cesses contribute to contact line advancement in dynamicwetting. Papers
ı, ıı and ıV attempt to describe these dynamics in different contexts. PA-
PER ııı follows in the footsteps of PAPER ı by comparing our MD simula-
tions to continuummodels of wetting in a detailed shear flow setup.

Paper I: Water–substrate physico-chemistry in wetting dynamics

This is the first attempt to understand how substrate features play into
contact line friction. Three MD systems with water and widely different
substrates are created: oneconsistingof apurely repelling forcewall,which
has no features whatsoever, one being an atomistic Lennard-Jones sub-
strate andonebeing a silica-like substrate consisting of electrostatic quad-
rupoles.
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The substrates have identical surface tensions and equilibrate to the
same static contact angle θ₀. The systems are characterised by measuring
all the variables that are required for continuum models, with the only
change between them being the slip length. The pure force wall has in-
finite slip length (free slip), the Lennard-Jones substrate a slip length of
1.1 nm and the silica-like no slip at all.

Spontaneouswettingexperimentsareperformed for these systemsand
compared to continuum phase-field simulations which use the measured
variables including the slip length, instead of involving these as free pa-
rameters for a fit. We find that even when accounting for the slip length,
the systems cannot be described with a single contact line friction param-
eter. This shows that contact line friction is a complex process involving
the details of how a liquid moves along the substrates. The range of the
driving force acting on the water from the substrates is measured and for
the most realistic setup found to be on the range of the first layer of wa-
ter molecules. We conclude that energetic properties are not sufficient to
fully characterise the wetting of a system.

Paper II: Molecular origin of contact line friction in dynamic
wetting

Continuing thework begun in PAPER ı this paper characterises the contact
line friction seen on the no-slip silica substrate. The substrate energies are
varied to give contact angles θ₀ from 0° to 70°. MD simulations of sponta-
neous wetting is performed and the contact line frictionmeasured during
the process.

We see that the contact line friction is not only a large source of en-
ergy dissipation, it varies both with the substrate energetics and during
the simulations themselves. In particular, as the droplets spread out the
friction increases. We furthermore observe whether the contact line ad-
vances by MKT-like jumps or by molecules rolling in from upper water
layers and find that both modes are present in the later stages of wetting.

A model is presented which relates the changing friction to the geom-
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etry at the contact line. As the contact line evolves the geometry results in
a higher energy barrier that molecules have to pass in a thermal fluctua-
tion to advance the line. This energy is lost after passing the barrier, as the
energy is dissipated into the surroundings. The model is shown to agree
well with the measured friction as it evolves during all simulations.

Paper III: Steady moving contact line of water over a no-slip
substrate

Molecular dynamics simulations of a shear flow of water through a chan-
nel are used as a basis of comparison for phase field and volume of fluid
simulations. Different boundary conditions for the numerical models are
triaged with parameters measured from theMD simulations.

It is established that neither the phase field nor volume of fluid meth-
ods can replicate theMDexperiment. While the global systemdensitypro-
file is easily matched for both, the details local to the contact line are not
consistent with the molecular motions in MD. By tuning various parame-
ters away from those measured in MD a better agreement is found. How-
ever, this is by itself inconsistent with the MD data which suggests that
some processes around the contact line are not described by the numeri-
cal models.

Paper IV: Electrowetting diminishes contact line friction in
molecular wetting

The contact line friction condition is investigated in the context of elec-
trowetting. Molecular dynamics systems are created with pure water and
a KCl electrolyte solutionwetting on a no-slip silica substrate. The electric
field is applied and contact line friction measured as the droplets spread
out to their final contact angles θ₀*.

Wefind that the electrowetting condition reduces the contact line fric-
tion by an order of magnitude. A systemwhichwas previously dominated
by the line friction dissipation in spontaneous wetting is instead domi-
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nated by inertial acceleration as the electric field is applied. This is dis-
cussed in the context of thepreviously suggestedmodel of contact line fric-
tion. We propose that the reduction in contact line friction may be due to
the electric field reducing the energy barrier that molecules have to pass
to advance the line.



Acknowledgements

Science, as life itself, is a collaborative effort. None ofmyworkwould have
been possible without the support frommy dear friends and colleagues.

First, thank you Berk for all your guidance over the years. Whatever
question I’ve had about the technical aspects of molecular dynamics, you
have answered. Whatever weird molecular behaviour I’ve observed in my
droplet systems, you have suggested a physical reason that turns out to be
correct. I could never have done this without your generous support.

Thank you Erik for having fostered this scientific environment and al-
ways pushing us towards excellence. For encouraging us to both find the
fun in the work we do and to take pride in it. Your experience has been
invaluable for me in how I prepare presentations, and your dedication to
teaching other “extra curricular” skills like elevator pitching has added up
to a broad knowledge of all aspects of scientific work.

Reba, your dedication to your students and the group has made a big
impact. I can always trust you to give informative and fun talks and have

51



52 MOLECULAR PROCESSES ıN DYNAMıC WETTıNG

some good advice. Thank you also for having introduced me to Franklin.
Lucie, your effort to build a group has been fun and inspiring to follow.
You always have a good question for every talk. Christian B., thank you for
always being willing to discuss a scientific problem and give constructive
feedback. Stefan, thank you for remarkably fast support whenever it has
been needed and for sharing that triple day of the dead.

Magnus, Christian W. and Ali, you have been terrific neighbours. You
are givingus a glimpse into a unique andpractical application of ourwork.
It is always interesting to hear about and those renderings which you pro-
duce are awe inspiring. Speaking of neighbours, Iman, thank you for all
the fun discussions over the years.

Paul, Artem,Cathrine,Mark and Joe, thankyou foryourworkmakingmy
work possible in the first place by having kept Gromacs up and running.
Molecular simulations have a lot of things that can gowrong and you have
always been willing to share your experience and tips for making them
better. That is truly invaluable work.

Thank you to the rest of the Molecular Biophysics lab: Annie, Oliver,
Marie, Özge, Koushik, Björn, Dari, Stephanie, Linnea, Lea, Yuxuan, Urška and
everyone else I have met over the years. You are all terrific at what you do
and I thank you for all the fun discussions we have had. And to Michele:
Best of luck with your project! You are already doing fantastic work and I
am excited to see what comes out of your experiments. The future of the
wetting team is off to a fantastic start.

The good people I have had the pleasure to meet at KTH Mechanics:
Uğis, thank you for driving the shear wetting project to completion. It has
been a lot of fun discussing the project details with you and learningmore
about the phase-field method and all those pesky boundary conditions.
Thank you also to Gustav, Andreas, Shervin, Stéphane, Manash and Armin.
It has been lovely to share your knowledge about the parts of fluid dynam-
ics that I know oh so very little of, but much more now than I would have
without you.

I am also deeply grateful to my good friends in this town from since I
arrived. Szilárd: For showing me around the ropes in this two-faced city



ACKNOWLEDGEMENTS 53

and for the many times that I have bugged you late at night about some
simulation error. Viveca: For all the times we have been able to hang out,
and your support when I was incredibly stressed about my first presenta-
tion at a conference. Let’s all get together for some biking again. Anders:
It has always been a pleasure to meet up. Thanks for helping arrange that
wonderful vacation on Gotland some years ago. Rauan and Sholpan: I can
always trust on there being fun conversations with you around.

Last butmost important, a big thank you tomy family for always being
there for me. Mamma och pappa, tack för oändligt stöd när jag än behövt
det. Sofia, Elvira, Oskar och Sabina, ni inspirerar mig alla otroligt mycket.
Och Sam, du är på god väg. “Såvitt man bor i en by måste man bry sej.”





Bibliography

Abraham, M. J. et al. (2015). “GROMACS: High performance molecular simula-
tions throughmulti-level parallelism from laptops to supercomputers”. Soft-
wareX 1–2, pp. 19–25. URL: http://www.gromacs.org/.

Allen,M.P. andD. J. Tildesley (1987).ComputerSimulationof Liquids. 1st ed.Oxford,
United Kingdom: Oxford University Press.

Berendsen, H. J. C., J. R. Grigera, and T. P. Straatsma (1987). “The missing term in
effective pair potentials”. Journal of Physical Chemistry 91, pp. 6269–6271.

Berendsen, H. J. C. (2007). Simulating the PhysicalWorld. Cambridge, United King-
dom: Cambridge University Press.

Berge,B. (1993). “Électrocapillarité etmouillagedefilms isolantspar l’eau”.Comptes
Rendus de L’Académie des Sciences Paris 317, p. 157.

Blake, T. D. and G. N. Batts (2019). “The temperature-dependence of the dynamic
contact angle”. Journal of Colloid and Interface Science 553, pp. 108–116.

Blake, T. D. and Y. D. Shikhmurzaev (2002). “Dynamic wetting by liquids of dif-
ferent viscosity”. Journal of Colloid and Interface Science 253, pp. 196–202.

Blake, T. D. and J.M.Haynes (1969). “Kinetics of liquid/liquid displacement”. Jour-
nal of Colloid and Interface Science 30, pp. 421–423.

Bonn,D. et al. (2009). “Wettingandspreading”.ReviewsofModernPhysics81, pp. 739–
805.

Borg, M. K., D. A. Lockerby, and J. M. Reese (2013). “A multiscale method for mi-
cro/nanoflowsofhighaspect ratio”. Journal ofComputationalPhysics233,pp. 400–
413.

Cahn, J. W. and J. E. Hilliard (1958). “Free energy of a nonuniform system. I. In-
terfacial free energy”. Journal of Chemical Physics 28, p. 258.

Carlson, A., G. Bellani, and G. Amberg (2012). “Contact line dissipation in short-
time dynamic wetting”. Europhysics Letters 97, p. 44004.

55

https://doi.org/10.1016/j.softx.2015.06.001
https://doi.org/10.1016/j.softx.2015.06.001
https://doi.org/10.1016/j.softx.2015.06.001
https://doi.org/10.1021/j100308a038
https://doi.org/10.1021/j100308a038
https://doi.org/10.1016/j.jcis.2019.06.006
https://doi.org/10.1016/j.jcis.2019.06.006
https://doi.org/10.1006/jcis.2002.8513
https://doi.org/10.1006/jcis.2002.8513
https://doi.org/10.1016/0021-9797(69)90411-1
https://doi.org/10.1016/0021-9797(69)90411-1
https://doi.org/10.1103/RevModPhys.81.739
https://doi.org/10.1103/RevModPhys.81.739
https://doi.org/10.1016/j.jcp.2012.09.009
https://doi.org/10.1016/j.jcp.2012.09.009
https://doi.org/10.1016/j.jcp.2012.09.009
https://doi.org/10.1063/1.1744102
https://doi.org/10.1063/1.1744102
https://doi.org/10.1209/0295-5075/97/44004
https://doi.org/10.1209/0295-5075/97/44004


56 MOLECULAR PROCESSES ıN DYNAMıC WETTıNG

Carlson, A., M. Do-Quang, and G. Amberg (2011). “Dissipation in rapid dynamic
wetting”. Journal of Fluid Mechanics 682, pp. 213–240.

De Coninck, J. and T. D. Blake (2008). “Wetting and molecular dynamics simula-
tions of simple liquids”. Annual Review of Materials Research 38, pp. 1–22.

deGennes, P.-G. (1985). “Wetting: statics anddynamics”.Reviews ofModernPhysics
57, p. 827.

de Ruijter, M. J., J. De Coninck, and G. Oshanin (1999). “Droplet spreading: partial
wetting regime revisited”. Langmuir 15, pp. 2209–2216.

Decamps, C. and J. De Coninck (2000). “Dynamics of spontaneous spreading un-
der electrowetting conditions”. Langmuir 16, pp. 10150–10153.

Essmann,U. et al. (1995). “AsmoothparticlemeshEwaldmethod”. Journal ofChem-
ical Physics 103, pp. 8577–8593.

Frenkel, D. and B. Smit (2002). Understanding Molecular Simulation. From Algo-
rithms to Applications. 2nd ed. San Diego, USA: Academic Press.

Hess, B. and N. F. A. van der Vegt (2009). “Cation specific binding with protein
surface charges”. Proceedings of the National Academy of Sciences of the United
States of America 106, pp. 13296–13300.

Huh, C. and L. E. Scriven (1971). “Hydrodynamic model of steady movement of a
solid/liquid/fluidcontact line”. Journal ofColloidand InterfaceScience35,pp.85–
101.

Jacqmin, D. (2000). “Contact-line dynamics of a diffuse fluid interface”. Journal of
Fluid Mechanics 402, pp. 57–88.

Johansson,P.,A.Carlson, andB.Hess (2015). “Water–substratephysico-chemistry
in wetting dynamics”. Journal of Fluid Mechanics 781, pp. 695–711. Paper I.

Johansson, P. and B. Hess (2018). “Molecular origin of contact line friction in dy-
namic wetting”. Physical Review Fluids 3, p. 074201. Paper II.

— (2019). Electrowetting diminishes contact line friction in molecular wetting. Sub-
mitted to Physical Review Fluids. arXiv: 1912.09042. Paper IV.

Krynicki, K., C. D. Green, and D. W. Sawyer (1978). “Pressure and temperature
dependence of self-diffusion in water”. Faraday Discussions of the Chemical So-
ciety 66, pp. 199–208.

Lācis, U. et al. (2019). “Steady moving contact line of water over a no-slip sub-
strate”. Submitted to European Physical Journal Special Topics. Paper III.

Lemmon, E. W., M. O. McLinden, and D. G. Friend (2020).Thermophysical Proper-
ties of Fluid Systems. NIST Chemistry WebBook. NIST Standard Reference Data-
base 69. Gaithersburg, USA: National Institute of Standards and Technology.

Lindahl, E. et al. (2020). GROMACS 2020.1 Manual. Version 2020.1. URL: http://
manual.gromacs.org/.

https://doi.org/10.1017/jfm.2011.211
https://doi.org/10.1017/jfm.2011.211
https://doi.org/10.1146/annurev.matsci.38.060407.130339
https://doi.org/10.1146/annurev.matsci.38.060407.130339
https://doi.org/10.1103/RevModPhys.57.827
https://doi.org/10.1103/RevModPhys.57.827
https://doi.org/10.1021/la971301y
https://doi.org/10.1021/la971301y
https://doi.org/10.1021/la000590e
https://doi.org/10.1021/la000590e
https://doi.org/10.1063/1.470117
https://doi.org/10.1063/1.470117
https://doi.org/10.1073/pnas.0902904106
https://doi.org/10.1073/pnas.0902904106
https://doi.org/10.1073/pnas.0902904106
https://doi.org/10.1016/0021-9797(71)90188-3
https://doi.org/10.1016/0021-9797(71)90188-3
https://doi.org/10.1016/0021-9797(71)90188-3
https://doi.org/10.1017/S0022112099006874
https://doi.org/10.1017/S0022112099006874
https://doi.org/10.1017/jfm.2015.517
https://doi.org/10.1017/jfm.2015.517
https://doi.org/10.1103/PhysRevFluids.3.074201
https://doi.org/10.1103/PhysRevFluids.3.074201
https://arxiv.org/abs/1912.09042
https://doi.org/10.1039/DC9786600199
https://doi.org/10.1039/DC9786600199
https://doi.org/10.1039/DC9786600199
https://doi.org/10.18434/T4D303
https://doi.org/10.18434/T4D303
https://doi.org/10.18434/T4D303
https://doi.org/10.5281/zenodo.3685920
https://doi.org/10.5281/zenodo.3685920


BıBLıOGRAPHY 57

Lippmann,G. (1875). “Relationsentre lesphéhenomènesélectriqueset capillaires”.
Annales de Chimie et de Physique 5, p. 494.

Lomax, D. J. et al. (2016). “Ultra-low voltage electrowetting using graphite sur-
faces”. SoftMatter 12, p. 8798.

Mugele, F. and J.-C. Baret (2005). “Electrowetting: from basics to applications”.
Journal of Physics: CondensedMatter 17, pp. 705–744.

Nakamura, Y. et al. (2013). “Dynamic wetting at the nanoscale”. Physical Review E
88, p. 033010.

Nita, S. et al. (2018). “Electrostatic cloaking of surface structure for dynamicwet-
ting”. Science Advances 3, p. 1602202.

Páll, S. et al. (2015). “Tacklingexascale softwarechallenges inmoleculardynamics
simulationswithGROMACS”. Solving Software Challenges for Exascale. Spring-
er International Publishing, pp. 3–27.

Perrin, H. et al. (2016). “Defects at the nanoscale impact contact linemotion at all
scales”. Physical Review Letters 116, p. 184502.

Qian, T., X.-P. Wang, and P. Sheng (2003). “Molecular scale contact line hydrody-
namics of immiscible flows”. Physical Review E 68, p. 016306.

Ren,W. andW. E (2007). “Boundary conditions for the moving contact line prob-
lem”. Physics of Fluids 19, p. 022101.

Seppecher, P. (1996). “Moving contact lines in the Cahn–Hilliard theory”. Inter-
national Journal of Engineering Science 34, pp. 977–992.

Seveno,D.,T.D.Blake, and J.DeConinck (2013). “Young’s equationat thenanoscale”.
Physical Review Letters 111, p. 096101.

Si Hadj Mohand, H. et al. (2019). “On the use of a friction model in a Volume of
Fluid solver for the simulation of dynamic contact lines”. Journal of Computa-
tional Physics 393, pp. 29–45.

TheNobel Prize in Chemistry (2013). NobelMediaAB. URL: http://www.nobelprize.
org/prizes/chemistry/2013/summary.

Warshel, A. and M. Levitt (1976). “Theoretical studies of enzymic reactions: di-
electric, electrostatic and steric stabilization of the carbonium ion in the re-
action of lysozyme”. Journal of Molecular Biology 103, pp. 227–249.

Weerasinghe, S. and P. E. Smith (2003). “A Kirkwood–Buff derived force field for
sodium chloride in water”. Journal of Chemical Physics 119, pp. 11342–11349.

Wennberg, C. L. et al. (2013). “Lennard-Jones lattice summation in bilayer simu-
lations has critical effects on surface tension and lipid properties”. Journal of
ChemicalTheory and Computation 9, pp. 3527–3537.

Young, T. (1805). “An essay on the cohesion of fluids”. Philosophical Transactions of
the Royal Society of London 95, p. 65.

https://doi.org/10.1039/C6SM01565D
https://doi.org/10.1039/C6SM01565D
https://doi.org/10.1088/0953-8984/17/28/R01
https://doi.org/10.1088/0953-8984/17/28/R01
https://doi.org/10.1103/PhysRevE.88.033010
https://doi.org/10.1103/PhysRevE.88.033010
https://doi.org/10.1126/sciadv.1602202
https://doi.org/10.1126/sciadv.1602202
https://doi.org/10.1007/978-3-319-15976-8_1
https://doi.org/10.1007/978-3-319-15976-8_1
https://doi.org/10.1007/978-3-319-15976-8_1
https://doi.org/10.1103/PhysRevLett.116.184502
https://doi.org/10.1103/PhysRevLett.116.184502
https://doi.org/10.1103/PhysRevE.68.016306
https://doi.org/10.1103/PhysRevE.68.016306
https://doi.org/10.1063/1.2646754
https://doi.org/10.1063/1.2646754
https://doi.org/10.1016/0020-7225(95)00141-7
https://doi.org/10.1016/0020-7225(95)00141-7
https://doi.org/10.1103/PhysRevLett.111.096101
https://doi.org/10.1103/PhysRevLett.111.096101
https://doi.org/10.1016/j.jcp.2019.05.005
https://doi.org/10.1016/j.jcp.2019.05.005
https://doi.org/10.1016/j.jcp.2019.05.005
http://www.nobelprize.org/prizes/chemistry/2013/summary
http://www.nobelprize.org/prizes/chemistry/2013/summary
https://doi.org/10.1016/0022-2836(76)90311-9
https://doi.org/10.1016/0022-2836(76)90311-9
https://doi.org/10.1016/0022-2836(76)90311-9
https://doi.org/10.1063/1.1622372
https://doi.org/10.1063/1.1622372
https://doi.org/10.1021/ct400140n
https://doi.org/10.1021/ct400140n
https://doi.org/10.1021/ct400140n
https://doi.org/10.1098/rstl.1805.0005
https://doi.org/10.1098/rstl.1805.0005


58 MOLECULAR PROCESSES ıN DYNAMıC WETTıNG

Yue, P. and J. J. Feng (2011). “Wall energy relaxation in the Cahn–Hilliard model
for moving contact lines”. Physics of Fluids 23, p. 012106.

Zhang, J., M. K. Borg, and J. M. Reese (2017). “Multiscale simulation of dynamic
wetting”. International Journal of Heat andMass Transfer 115, pp. 886–896.

Zhao,Y.-P. andY.Wang (2013). “Fundamentals andapplications of electrowetting:
A critical review”. Reviews of Adhesion and Adhesives 1, pp. 114–174.

https://doi.org/10.1063/1.3541806
https://doi.org/10.1063/1.3541806
https://doi.org/10.1016/j.ijheatmasstransfer.2017.07.034
https://doi.org/10.1016/j.ijheatmasstransfer.2017.07.034
https://doi.org/10.7569/RAA.2013.097304
https://doi.org/10.7569/RAA.2013.097304

	List of publications
	Introduction
	Static and dynamic wetting

	Computer simulations of droplets
	Molecular dynamics simulations
	Simulating water
	Setting up a droplet computer experiment

	Spreading droplets on the nanoscale
	Models of dynamic wetting
	Wetting on a molecular scale
	Contact line friction

	Molecular electrowetting
	Physics of electrowetting
	Reconstructing an electrowetting setup
	Reduction of contact line friction

	Outlook
	Summary of papers
	Acknowledgements
	Bibliography

